
Contrastive learning
Week 7 of MATH70134

Mathematical Foundations of Machine Learning

Dr. Max Weissenbacher



Lecture overview

‣ What are self supervised and contrastive learning? 


‣ Examples and applications


‣ A closer look: normalisation, batch size, number of negative samples


‣ What makes contrastive loss work so well?
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Self-supervised learning

‣ … is a paradigm in machine learning where a model is trained using only the 
data itself without access to external labels
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‣ … is a paradigm in machine learning where a model is trained using only the 
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Types of self-supervised learning
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Types of self-supervised learning
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Why self-supervised learning?

‣ Data labelling is expensive and high-quality labeled data is limited


‣ Learning good representations facilitates downstream tasks with fewer labeled 
data (few-shot learning) or transfer to new tasks


‣ Learning good representations enables better generalisation


‣ More closely imitates the way humans learn to classify objects
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Contrastive learning in the news 📰
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References: [Vong et al. | Science ’24], [Article in Nature, ‘24]

https://www.science.org/doi/full/10.1126/science.adi1374?casa_token=VDUowcsXZ_UAAAAA:hMdUheaNmRbBOVrD179w1svBz1EEqoR_Ow0Z1t_gWaSs7q50WdrNuKRw1Nl_EULTsitDKNuuvypZqw
https://www.nature.com/articles/d41586-024-00288-1
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References: [Vong et al. | Science ’24], [Article in Nature, ‘24]

https://www.science.org/doi/full/10.1126/science.adi1374?casa_token=VDUowcsXZ_UAAAAA:hMdUheaNmRbBOVrD179w1svBz1EEqoR_Ow0Z1t_gWaSs7q50WdrNuKRw1Nl_EULTsitDKNuuvypZqw
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Introduction: contrastive loss in pictures
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Defining contrastive loss in generality
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‣ Model  (i.e. neural net)


‣  equipped with similarity metric 


‣ Common choices for  and :

f : X → Z

Z ζ
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‣ Model  (i.e. neural net)


‣  equipped with similarity metric 


‣ Common choices for  and :

f : X → Z

Z ζ

Z ζ

Z = ℝd, ζ(z, z′ ) = ∥z − z′ ∥2

Z = 𝕊d, ζ(z, z′ ) =
zTz′ 

∥z∥∥z′ ∥Shorthand notation: dx,y = ζ( f(x), f(y))



Cosine similarity

‣ Recall 


‣ Cosine similarity 

𝕊d−1 = {z ∈ ℝd ∣ ∥z∥ = 1} ⊂ ℝd

ζ(z, z′ ) = zTz′ 
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References: [Wiki article on cosine similarity]

https://en.wikipedia.org/wiki/Cosine_similarity


Cosine similarity

‣ Recall 


‣ Cosine similarity 


‣ If , then 


‣ If , then 

𝕊d−1 = {z ∈ ℝd ∣ ∥z∥ = 1} ⊂ ℝd

ζ(z, z′ ) = zTz′ 

z = z′ ζ(z, z′ ) = 1

z = − z′ ζ(z, z′ ) = − 1
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References: [Wiki article on cosine similarity]
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Cosine similarity

‣ Most often, models output 


‣ We first project to the sphere by mapping


‣  strictly increasing such that 

z ∈ ℝd

∃ ϕ : [−1,1] → [0,∞)
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Cosine similarity
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‣ We first project to the sphere by mapping
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ϕ(ζ(z, z′ )) = inf {∫
1

0
| ·γ(s) | ds ∣ γ : [0,1] → 𝕊d−1, γ(0) = z, γ(1) = z′ }

Riemannian (or geodesic) distance

https://en.wikipedia.org/wiki/Cosine_similarity


Defining contrastive loss in generality
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References: [Tian | Neurips ’22], [Schneider, Lee, Mathis | Nature ‘23]

‣ Let  and  be two conditional distributions
p+( ⋅ ∣ ⋅ ) p−( ⋅ ∣ ⋅ )

https://proceedings.neurips.cc/paper_files/paper/2022/file/7b5c9cc08960df40615c1d858961eb8b-Paper-Conference.pdf
https://www.nature.com/articles/s41586-023-06031-6


Defining contrastive loss in generality
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References: [Tian | Neurips ’22], [Schneider, Lee, Mathis | Nature ‘23]

Intuitively, for a given ‘anchor’ :


Sampling from  allows us to generate 
samples similar to  (‘positive examples’)


Sampling from  allows us to generate 
samples different from  (‘negative examples’)
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Defining contrastive loss in generality
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References: [Tian | Neurips ’22], [Schneider, Lee, Mathis | Nature ‘23]

‣ Let  and  be two conditional distributions


‣ Let  be monotonically increasing


‣ Let 

p+( ⋅ ∣ ⋅ ) p−( ⋅ ∣ ⋅ )

ϕ, ψ ∈ C1(ℝ; ℝ)

dx,y = ζ( f(x), f(y))

Intuitively, for a given ‘anchor’ :


Sampling from  allows us to generate 
samples similar to  (‘positive examples’)


Sampling from  allows us to generate 
samples different from  (‘negative examples’)
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Defining contrastive loss in generality
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References: [Tian | Neurips ’22], [Schneider, Lee, Mathis | Nature ‘23]

‣ Let  and  be two conditional distributions


‣ Let  be monotonically increasing


‣ Let 

p+( ⋅ ∣ ⋅ ) p−( ⋅ ∣ ⋅ )

ϕ, ψ ∈ C1(ℝ; ℝ)

dx,y = ζ( f(x), f(y))

ℒ[ f ] = 𝔼x ∼ p(x), y+ ∼ p+(y ∣ x),
y−

1 , …, y−
n ∼ p−(y ∣ x)

ϕ (
n

∑
i=1

ψ (dx,y+ − dx,y−
i ))

Intuitively, for a given ‘anchor’ :


Sampling from  allows us to generate 
samples similar to  (‘positive examples’)


Sampling from  allows us to generate 
samples different from  (‘negative examples’)

x

p+( ⋅ ∣ x)
x

p−( ⋅ ∣ x)
x

https://proceedings.neurips.cc/paper_files/paper/2022/file/7b5c9cc08960df40615c1d858961eb8b-Paper-Conference.pdf
https://www.nature.com/articles/s41586-023-06031-6


Specifying a contrastive loss in practice

‣ We need to make two choices:
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Specifying a contrastive loss in practice

‣ We need to make two choices:


1. An explicit choice for  and  (and the latent space )


2. A way to generate positive and negative examples:  and 

ϕ ψ (Z, ζ)

p+( ⋅ ∣ x) p−( ⋅ ∣ x)
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Specifying a contrastive loss in practice

‣ We need to make two choices:


1. An explicit choice for  and  (and the latent space )


2. A way to generate positive and negative examples:  and 


‣ Let’s look at some common choices for ,  and , !

ϕ ψ (Z, ζ)

p+( ⋅ ∣ x) p−( ⋅ ∣ x)

ϕ ψ p+( ⋅ ∣ x) p−( ⋅ ∣ x)
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Triplet loss: Definition

‣ Let  (margin),  and ϵ > 0 n = 1 ϕ(x) = x, ψ(x) = max(0, x + ϵ)
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References: [Weinberger, Saul ‘09] [Schroff, Kalenichenko, Philbin | CVPR '15]

https://www.jmlr.org/papers/volume10/weinberger09a/weinberger09a.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Schroff_FaceNet_A_Unified_2015_CVPR_paper.pdf
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References: [Weinberger, Saul ‘09] [Schroff, Kalenichenko, Philbin | CVPR '15]

ℒtriplet[ f ] = 𝔼x,y+,y− [max(0, ϵ + dx,y+ − dx,y−)]

https://www.jmlr.org/papers/volume10/weinberger09a/weinberger09a.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Schroff_FaceNet_A_Unified_2015_CVPR_paper.pdf


Triplet loss: Definition

‣ Let  (margin),  and 


‣ When using  negative examples, this generalises to the N-pair loss

ϵ > 0 n = 1 ϕ(x) = x, ψ(x) = max(0, x + ϵ)

n > 1
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References: [Weinberger, Saul ‘09] [Schroff, Kalenichenko, Philbin | CVPR '15]

ℒn-pair[ f ] = 𝔼x,y+,y−
1 ,…,y−

n [
n

∑
i=1

max(0, ϵ + dx,y+ − dx,y−
i
)]

ℒtriplet[ f ] = 𝔼x,y+,y− [max(0, ϵ + dx,y+ − dx,y−)]

https://www.jmlr.org/papers/volume10/weinberger09a/weinberger09a.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Schroff_FaceNet_A_Unified_2015_CVPR_paper.pdf


Triplet loss: Definition

‣ Let  (margin),  and 


‣ When using  negative examples, this generalises to the N-pair loss 

‣ Let us develop some intuition for this loss…

ϵ > 0 n = 1 ϕ(x) = x, ψ(x) = max(0, x + ϵ)

n > 1
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References: [Weinberger, Saul ‘09] [Schroff, Kalenichenko, Philbin | CVPR '15]
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Triplet loss: Intuition

‣ Why not use the simpler loss function ? Intuitively:ℒ[ f ] = 𝔼x,y+,y−[dx,y+ − dx,y−]
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References: [Weinberger, Saul ‘09] [Schroff, Kalenichenko, Philbin | CVPR '15]
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Triplet loss: Intuition

‣ Why not use the simpler loss function ? Intuitively:


‣ Caveat: this loss is not lower-bounded (unless  is bounded)       


➡Divergence during train time

ℒ[ f ] = 𝔼x,y+,y−[dx,y+ − dx,y−]

f
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Triplet loss: Intuition

‣ Instead, use a hinge loss , where ℒ = dx,y+ + max(0, ϵ − dx,y−) ϵ > 0

37

References: [Weinberger, Saul ‘09] [Schroff, Kalenichenko, Philbin | CVPR '15]

ϵ

max(0, ϵ − d)

d

ϵ

https://www.jmlr.org/papers/volume10/weinberger09a/weinberger09a.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Schroff_FaceNet_A_Unified_2015_CVPR_paper.pdf


Triplet loss: Intuition

‣ Now  and once , the pair  does not contribute to the lossℒ ≥ 0 dx,y− ≥ ϵ (x, y−)
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References: [Weinberger, Saul ‘09] [Schroff, Kalenichenko, Philbin | CVPR '15]
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Triplet loss: Intuition

‣ Now  and once , the pair  does not contribute to the loss


‣ Commonly, model outputs are normalised and cosine similarity is used

ℒ ≥ 0 dx,y− ≥ ϵ (x, y−)
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References: [Weinberger, Saul ‘09] [Schroff, Kalenichenko, Philbin | CVPR '15]
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InfoNCE loss: Definition

‣ For  and  (temperature): :ϵ ≥ 0 τ > 0 ϕ(x) = τ log(ϵ + x), ψ(x) = ex/τ

40

References: [van den Oord, Li, Vinyals] [Chen et al. | PMLR ‘20] [Blog post]

ℒNCE[ f ] = 𝔼x,y+,y−
1 ,…,y−

n
−log (

exp(−dx,y+/τ)

ϵ exp(−dx,y+/τ) + ∑n
i=1 exp(−dx,y−

i
/τ) )

Jump forward

https://arxiv.org/abs/1807.03748
http://proceedings.mlr.press/v119/chen20j.html
https://jxmo.io/posts/nce


InfoNCE loss: Interpretation

‣ Problem: Given a reference point  and  samples 
 where  is one positive sample and 

 are ‘noise’ samples. Identify the positive sample.

x ∼ p(x) n + 1
{x1, x2, …, xn+1} x𝒯 ∼ p+( ⋅ ∣ x)
xi ∼ p−( ⋅ ), i ≠ 𝒯
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References: [van den Oord, Li, Vinyals] [Chen et al. | PMLR ‘20] [Blog post]

https://arxiv.org/abs/1807.03748
http://proceedings.mlr.press/v119/chen20j.html
https://jxmo.io/posts/nce


InfoNCE loss: Interpretation

‣ Problem: Given a reference point  and  samples 
 where  is one positive sample and 

 are ‘noise’ samples. Identify the positive sample.


‣ The probability that the -th sample is the positive one is

x ∼ p(x) n + 1
{x1, x2, …, xn+1} x𝒯 ∼ p+( ⋅ ∣ x)
xi ∼ p−( ⋅ ), i ≠ 𝒯

i
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References: [van den Oord, Li, Vinyals] [Chen et al. | PMLR ‘20] [Blog post]

ℙ(i = + |x) =
p+(xi |x)Πj≠ip−(xj)

∑j p+(xj |x)Πk≠jp−(xk)
=

p+(xi |x)
p−(xi)

∑j

p+(xj |x)

p−(xj)

https://arxiv.org/abs/1807.03748
http://proceedings.mlr.press/v119/chen20j.html
https://jxmo.io/posts/nce


InfoNCE loss: Interpretation

‣ Let us introduce the abbreviation 


‣ The cross entropy of identifying the positive sample correctly is then

g(xi; x) =
p+(xi |x)
p−(xi)

43

References: [van den Oord, Li, Vinyals] [Chen et al. | PMLR ‘20] [Blog post]

𝔼x [−log ℙ(𝒯 = + |x)] = 𝔼x −log
g(x𝒯; x)

∑j g(xj; x)

https://arxiv.org/abs/1807.03748
http://proceedings.mlr.press/v119/chen20j.html
https://jxmo.io/posts/nce


InfoNCE loss: Interpretation

‣ If we identify  we see cross entropy = InfoNCE lossexp(−dx,y/τ) = g(y; x)
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References: [van den Oord, Li, Vinyals] [Chen et al. | PMLR ‘20] [Blog post]

with ϵ = 1

Jump back

and p−( ⋅ ∣ x) = p−( ⋅ )

https://arxiv.org/abs/1807.03748
http://proceedings.mlr.press/v119/chen20j.html
https://jxmo.io/posts/nce


InfoNCE loss: Interpretation

‣ If we identify  we see cross entropy = InfoNCE loss 

‣ Minimising InfoNCE loss  maximising the probability of correctly identifying 
a positive sample among a set of  negative and one positive samples.

exp(−dx,y/τ) = g(y; x)

⟺
n
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InfoNCE loss: Interpretation

‣ If we identify  we see cross entropy = InfoNCE loss 

‣ Minimising InfoNCE loss  maximising the probability of correctly identifying 
a positive sample among a set of  negative and one positive samples.


‣ We can think of our model as learning the density ratio 

exp(−dx,y/τ) = g(y; x)

⟺
n

exp(−dx,y/τ) =
p+(y |x)

p−(y)
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References: [van den Oord, Li, Vinyals] [Chen et al. | PMLR ‘20] [Blog post]

with ϵ = 1

Jump back

and p−( ⋅ ∣ x) = p−( ⋅ )

https://arxiv.org/abs/1807.03748
http://proceedings.mlr.press/v119/chen20j.html
https://jxmo.io/posts/nce


InfoNCE loss: Interpretation #2

‣ Mutual information I(X ∣ Y) = ∑
x,y

p(x, y) log
p(x ∣ y)

p(x)
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References: [van den Oord, Li, Vinyals] [Chen et al. | PMLR ‘20] [Blog post]

https://arxiv.org/abs/1807.03748
http://proceedings.mlr.press/v119/chen20j.html
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InfoNCE loss: Interpretation #2

‣ Mutual information 


‣ If we assume further  then 

I(X ∣ Y) = ∑
x,y

p(x, y) log
p(x ∣ y)

p(x)

p−(y) = p(y)
p+(y |x)

p−(y)
=

p+(y |x)
p(y)
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References: [van den Oord, Li, Vinyals] [Chen et al. | PMLR ‘20] [Blog post]
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InfoNCE loss: Interpretation #2

‣ Mutual information 


‣ If we assume further  then 


‣ Minimising InfoNCE loss  maximising mutual information 

I(X ∣ Y) = ∑
x,y

p(x, y) log
p(x ∣ y)

p(x)

p−(y) = p(y)
p+(y |x)

p−(y)
=

p+(y |x)
p(y)

⟺ I( f(x+) ∣ f(x))
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References: [van den Oord, Li, Vinyals] [Chen et al. | PMLR ‘20] [Blog post]

https://arxiv.org/abs/1807.03748
http://proceedings.mlr.press/v119/chen20j.html
https://jxmo.io/posts/nce


More flavours of loss functions…

50

Overview of loss functions (from [Tian | Neurips ’22])

https://proceedings.neurips.cc/paper_files/paper/2022/file/7b5c9cc08960df40615c1d858961eb8b-Paper-Conference.pdf


The distribution : Choosing positive examplesp+
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Time series dataImage-based data

Nearby (in time) samples
Image augmentations

Labeled data

“Grumpy cat”

“Grumpy cat”

Sampling within a class



The distribution : Choosing positive examplesp+
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References: [Cubuk et al. | CVPR ‘19] [Cubuk et al. | CVPR ‘20]

What are image augmentations?

From [Chen et al. | PMLR ‘20]

https://openaccess.thecvf.com/content_CVPR_2019/html/Cubuk_AutoAugment_Learning_Augmentation_Strategies_From_Data_CVPR_2019_paper.html
https://openaccess.thecvf.com/content_CVPRW_2020/html/w40/Cubuk_Randaugment_Practical_Automated_Data_Augmentation_With_a_Reduced_Search_Space_CVPRW_2020_paper.html
http://proceedings.mlr.press/v119/chen20j.html


The distribution : Choosing negative examplesp−
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‣ Most common: random data sample p−(y ∣ x) = p(y)



The distribution : Choosing negative examplesp−
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‣ Most common: random data sample p−(y ∣ x) = p(y)
Works best if 


  nclasses > nsamples−per−class



The distribution : Choosing negative examplesp−

55

“Grumpy cat”

“Grumpy turtle”

“Grumpy dog”

‣ Most common: random data sample 


‣ For labeled data: choose with uniform probability from a distinct class

p−(y ∣ x) = p(y)
Works best if 


  nclasses > nsamples−per−class



Application: Supervised contrastive learning for image labelling

56

References: [Khosla et al. | Neurips ‘20]

https://proceedings.neurips.cc/paper_files/paper/2020/file/d89a66c7c80a29b1bdbab0f2a1a94af8-Paper.pdf


Application: Supervised contrastive learning for image labelling

‣ Introduces “SupCon” loss = variant of InfoNCE loss with multiple positives


‣ How are positive and negative samples generated?
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Application: Supervised contrastive learning for image labelling

‣ Introduces “SupCon” loss = variant of InfoNCE loss with multiple positives


‣ How are positive and negative samples generated?


‣ Negative samples: choose randomly from another class


‣ Positive samples:


‣ First generate two image augmentations of each sample


‣ All augmentations of images from the same class are positive
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Application: Supervised contrastive learning for image labelling
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References: [Khosla et al. | Neurips ‘20]

‣ Model architecture features a projection head which is discarded for inference

https://proceedings.neurips.cc/paper_files/paper/2020/file/d89a66c7c80a29b1bdbab0f2a1a94af8-Paper.pdf


Application: Supervised contrastive learning for image labelling
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References: [Khosla et al. | Neurips ‘20]

‣ Model architecture features a projection head which is discarded for inference

Encoder Projection head Contrastive loss

ResNet MLP / Linear ℒ

(Augmented) Input

d = 2048 d = 128

Architecture during train time

https://proceedings.neurips.cc/paper_files/paper/2020/file/d89a66c7c80a29b1bdbab0f2a1a94af8-Paper.pdf


Application: Supervised contrastive learning for image labelling
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References: [Khosla et al. | Neurips ‘20]

‣ Model architecture features a projection head which is discarded for inference

Encoder Linear classifier Cross entropy loss

ResNet Linear ℒ

Input

Architecture during inference time

Not trained now!

https://proceedings.neurips.cc/paper_files/paper/2020/file/d89a66c7c80a29b1bdbab0f2a1a94af8-Paper.pdf


Application: Supervised contrastive learning for image labelling
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References: [Khosla et al. | Neurips ‘20]

‣ State of the art accuracy on various image datasets


‣ Recall: Top-  accuracy counts the number of times in which the correct class 
appears within the first  most probable classes predicted by the classifier


‣ Performance is significantly better when normalising outputs (cosine similarity)

n
n

Top-1 accuracy on ResNet-50.

https://proceedings.neurips.cc/paper_files/paper/2020/file/d89a66c7c80a29b1bdbab0f2a1a94af8-Paper.pdf


Application: Joint behavioural and neural analysis

63

References: [Schneider, Lee, Mathis | Nature ‘23]

https://www.nature.com/articles/s41586-023-06031-6


Application: Joint behavioural and neural analysis

‣ Data are time series , where


‣  represents a neural state


‣  represents a context vector

t ↦ (st, ct)

st

ct
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References: [Schneider, Lee, Mathis | Nature ‘23]

https://www.nature.com/articles/s41586-023-06031-6


Application: Joint behavioural and neural analysis

‣ Data are time series , where


‣  represents a neural state


‣  represents a context vector


‣ Example: Monkey reaching task 

‣  = electrophysiology recordings of somatosensory cortex


‣  = position of the monkey’s hand

t ↦ (st, ct)

st

ct

st

ct 65

References: [Schneider, Lee, Mathis | Nature ‘23] [Chowdhury et al. | eLife ’20]

https://www.nature.com/articles/s41586-023-06031-6
https://elifesciences.org/articles/48198


Application: Joint behavioural and neural analysis

‣ Data are time series , where


‣  represents a neural state


‣  represents a context vector


‣ Example: Monkey reaching task 

‣  = electrophysiology recordings of somatosensory cortex


‣  = position of the monkey’s hand

t ↦ (st, ct)

st

ct

st

ct 66

References: [Schneider, Lee, Mathis | Nature ‘23] [Chowdhury et al. | eLife ’20]

https://www.nature.com/articles/s41586-023-06031-6
https://elifesciences.org/articles/48198


Application: Joint behavioural and neural analysis

67

References: [Schneider, Lee, Mathis | Nature ‘23]

‣ Uses InfoNCE loss and two ways of choosing positive examples (negative examples are chosen randomly)


‣ Based on closeness in time: for anchor  pick  for some small 


‣ Based on similar context variable: for anchor  pick  such that 

(st, ct) (st+Δt, ct+Δt) Δt

(st, ct) (st′ 
, ct′ 

) ct ≈ ct′ 

https://www.nature.com/articles/s41586-023-06031-6


Application: Joint behavioural and neural analysis

‣ When trained with behavioural information (CEBRA-Behaviour), computes 
embeddings which can be used to reconstruct or visualise behaviour


‣ When trained using only closeness in time (CEBRA-Time), still allows to 
reconstruct some degree of behavioural information!

68

References: [Schneider, Lee, Mathis | Nature ‘23]

https://www.nature.com/articles/s41586-023-06031-6


Further applications

‣ Speech recognition (wav2vec) [Schneider et al. | INTERSPEECH ’19] [Baevski et al. | Neurips ‘20]


‣ Improving sample efficiency of reinforcement learning [Srinivas, Laskin, Abbeel | MLR ‘20]

69

https://arxiv.org/abs/1904.05862
https://proceedings.neurips.cc/paper/2020/hash/92d1e1eb1cd6f9fba3227870bb6d7f07-Abstract.html
https://arxiv.org/abs/2004.04136


The effect of batch size

‣ Recall: due to memory constraints data is split into batches during train time


‣ Assume we have a dataset  and partition it into  batches of equal size


‣ During train time, after each iteration of the full dataset, batches are reshuffled

D m

70

D =
m

∐
i=1

Bi, |Bi | = |Bj | ∀i, j < m



The effect of batch size

‣ Then we can rewrite our loss as

71

ℒ[θ] = ∑
x∈D

l(θ; x) =
m

∑
i=1

∑
x∈Bi

l(θ; x)



The effect of batch size

‣ Then we can rewrite our loss as


‣ Gradient updates computed on entire dataset (batch gradient descent)

72

ℒ[θ] = ∑
x∈D

l(θ; x) =
m

∑
i=1

∑
x∈Bi

l(θ; x)

θi+1 = θi − α
m

∑
i=1

∑
x∈Bi

∇θl(θ; x)



The effect of batch size

‣ Then we can rewrite our loss as


‣ Gradient updates computed on each batch (mini-batch gradient descent)

73

ℒ[θ] = ∑
x∈D

l(θ; x) =
m

∑
i=1

∑
x∈Bi

l(θ; x)

θi+1 = θi − α ∑
x∈Bi

∇θl(θ; x)



The effect of batch size

‣ For contrastive loss, positive/negative samples only found within one batch

74

Batch 1

Batch 1 Batch 2

Batch 2

Batch m

Batch m



The effect of batch size

‣ For contrastive loss, positive/negative samples only found within one batch
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Batch 1

Batch 1 Batch 2

Batch 2

Batch m

Batch m

Anchor x

Negative example y−



The effect of batch size

‣ A more formal way of expressing the same picture:

76

[Wiki entry on Jensen’s inequality]

https://en.wikipedia.org/wiki/Jensen's_inequality


The effect of batch size

‣ A more formal way of expressing the same picture:


‣ Recall Jensen’s inequality 1
n

n

∑
i=1

log(xi) ≤ log ( 1
n

n

∑
i=1

xi)
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[Wiki entry on Jensen’s inequality]

https://en.wikipedia.org/wiki/Jensen's_inequality


The effect of batch size

‣ A more formal way of expressing the same picture:


‣ Recall Jensen’s inequality 


‣ For the InfoNCE loss (with ) we have

1
n

n

∑
i=1

log(xi) ≤ log ( 1
n

n

∑
i=1

xi)
ϵ = 0,τ = 1

78

∑
batches

log∑
i

exp(−dx,y−
i
) ≤ log ∑

batches
∑

i

exp(−dx,y−
i
)

[Wiki entry on Jensen’s inequality]

https://en.wikipedia.org/wiki/Jensen's_inequality


The effect of batch size

‣ A more formal way of expressing the same picture:


‣ Recall Jensen’s inequality 


‣ For the InfoNCE loss (with ) we have


‣ We are only optimising a lower bound of the actual objective!

1
n

n

∑
i=1

log(xi) ≤ log ( 1
n

n

∑
i=1

xi)
ϵ = 0,τ = 1
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∑
batches

log∑
i

exp(−dx,y−
i
) ≤ log ∑

batches
∑

i

exp(−dx,y−
i
)

[Wiki entry on Jensen’s inequality]

https://en.wikipedia.org/wiki/Jensen's_inequality


The effect of batch size

‣ Typically large batch sizes are required

80

Performance of SimCLR as a function of batch size 
and epochs. From [Chen et al. | PMLR ‘20]

http://proceedings.mlr.press/v119/chen20j.html


The effect of batch size

‣ Typically large batch sizes are required 

‣ One possible way around this: 


    Non-contrastive learning, i.e. BYOL (later!)

81

Comparing performance of BYOL vs. 
SimCLR for small batch sizes. 

From [Grill et al.  | Neurips ‘20]

https://arxiv.org/abs/2006.07733


The effect of the number of negative samples

‣ Increasing the number of negative samples tends to increase performance

82

From [Tian, Krishnan, Isola | ECCV ‘20] K = number of negative samples.

From [He et al. | CVPR ‘20]

https://arxiv.org/abs/1906.05849
https://openaccess.thecvf.com/content_CVPR_2020/html/He_Momentum_Contrast_for_Unsupervised_Visual_Representation_Learning_CVPR_2020_paper.html


Non-contrastive learning
‣ Siamese networks: twin networks joined by a loss function at the top

83

References: [Wiki entry on Siamese networks], [PyTorch documentation on stop gradient]

f2

Lossf Loss

f1

https://en.wikipedia.org/wiki/Siamese_neural_network
https://pytorch.org/docs/stable/notes/autograd.html#locally-disabling-gradient-computation


Non-contrastive learning
‣ Siamese networks: twin networks joined by a loss function at the top
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References: [Wiki entry on Siamese networks], [PyTorch documentation on stop gradient]

f2

Lossf Loss

f1 “Online”

“Target”

https://en.wikipedia.org/wiki/Siamese_neural_network
https://pytorch.org/docs/stable/notes/autograd.html#locally-disabling-gradient-computation


Non-contrastive learning
‣ Siamese networks: twin networks joined by a loss function at the top
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References: [Wiki entry on Siamese networks], [PyTorch documentation on stop gradient]

f2

Loss

‣ Ways to link the dual networks: let  be parametrised by vector  ( )fi θi i = 1,2

f Loss

f1

Direct copy Exponential moving average
, where θ2 = αθ1 + (1 − α)θ2 0 ≤ α ≤ 1θ2 = θ1

https://en.wikipedia.org/wiki/Siamese_neural_network
https://pytorch.org/docs/stable/notes/autograd.html#locally-disabling-gradient-computation


Non-contrastive learning
‣ Siamese networks: twin networks joined by a loss function at the top
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References: [Wiki entry on Siamese networks], [PyTorch documentation on stop gradient]

f2

Loss

‣ Ways to link the dual networks: let  be parametrised by vector  ( )fi θi i = 1,2

f Loss

f1

stop gradient

Direct copy Exponential moving average
, where θ2 = αθ1 + (1 − α)θ2 0 ≤ α ≤ 1θ2 = θ1

https://en.wikipedia.org/wiki/Siamese_neural_network
https://pytorch.org/docs/stable/notes/autograd.html#locally-disabling-gradient-computation


Non-contrastive learning: BYOL and SimSiam
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References: [Grill et al. | Neurips ‘20] [Chen, He | IEEE '21]

https://arxiv.org/abs/2006.07733
https://arxiv.org/abs/2011.10566


Non-contrastive learning: BYOL and SimSiam

‣ Representations produced by two Siamese 
networks are trained to match


‣ Target network parameters are updated as:


‣ exponential moving average of online 
parameters (BYOL)


‣ Direct copy of online parameters (SimSiam)

88

Architecture of BYOL

SimSiam architecture

References: [Grill et al. | Neurips ‘20] [Chen, He | IEEE '21]

https://arxiv.org/abs/2006.07733
https://arxiv.org/abs/2011.10566


Non-contrastive learning: BYOL and SimSiam

‣ In downstream tasks: representations learned by 
online network are used


‣ State-of-the-art performance on ImageNet
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Performance of BYOL and other algorithms 
as a function of number of parameters

References: [Grill et al. | Neurips ‘20] [Chen, He | IEEE '21]

https://arxiv.org/abs/2006.07733
https://arxiv.org/abs/2011.10566


Non-contrastive learning

‣ Why does the model not collapse into a trivial (constant) representation?


‣ Still a largely unanswered research question! 

‣ The stop-gradient is crucial to prevent representational collapse

90

References: [Tian, Chen, Ganguli | ICLR '21] [Chen, He | IEEE '21]

Training loss and kNN accuracy for SimSiam when trained 
with or w/o stop-gradient; this is reflected in theoretical results

https://arxiv.org/abs/2102.06810
https://arxiv.org/abs/2011.10566


Non-contrastive learning

‣ Presence of predictor network is crucial to prevent representational collapse


‣ ‘Eigenspace alignment’ between predictor and the correlation matrix of the 
outputs of the online network

91

References: [Tian, Chen, Ganguli | ICLR '21] [Chen, He | IEEE '21]

https://arxiv.org/abs/2102.06810
https://arxiv.org/abs/2011.10566

